Encoding the Past, Decoding the Future






Encoding the Past, Decoding the Future:
Corpora in the 21st Century

Edited by

Isabel Moskowich and Begoiia Crespo

CAMBRIDGE
SCHOLARS

PUBLISHING



Encoding the Past, Decoding the Future:
Corpora in the 21st Century,

Edited by Isabel Moskowich and Begofia Crespo
This book first published 2012
Cambridge Scholars Publishing

12 Back Chapman Street, Newcastle upon Tyne, NBEG, 2)K
British Library Cataloguing in Publication Data
A catalogue record for this book is available fritra British Library
Copyright © 2012 by Isabel Moskowich and Begofiaspeeand contributors
All rights for this book reserved. No part of thisok may be reproduced, stored in a retrieval syste
or transmitted, in any form or by any means, etegtr, mechanical, photocopying, recording or

otherwise, without the prior permission of the cagiyt owner.

ISBN (10): 1-4438-3581-1, ISBN (13): 978-1-4438-358



TABLE OF CONTENTS

o (=] =10 Vii

(01 0= 0 (=] 3 © 1 [ PP UPUPPURPRRUN 1
Collocations and Academic Word List: The Strong, ¥Meak

and the Lonely

Averil Coxhead (Victoria University of WellingtotNew Zealand)
Patricia Byrd (Emeritus Professor- Georgia Statevéhsity, USA)

(O 0= 1 (=] S0 .o TSP 29
Linglistica de Corpus y Valencia Verbal
Jose Maria Garcia-Miguel (University of Vigo, Spain

Chapter TRIEE ...t 59
The Question of the Tag Questions in English arehigh

Maria de los Angeles Gémez-Gonzélez

(University of Santiago de Compostela, Spain)

(O g =1 (=] S o 11 | PSSR 97
Spokenness as a Feature of Late-Modern English
Manfred Markus (University of Innsbruck, Austria)

Chapter FIVE .o e e e e e e e e 121
Passivisation and Extraposition as Meta-informaBtrategies:

On Active-passive Variation in the Recent Histofyeaglish
Martinez-Insua, Ana Elina and Javier Pérez Guerra

(University of Vigo, Spain)

CRAPLEE SIX i e 147
A Hybrid Corpus-Based Approach to Bilingual Termiogy Extraction
Xavier Gémez-Guinovart (University of Vigo, Spain)

Chapter SEVEN.....ccviii e eemeeee e e 177
Investigating Identity Traits in Academic Discoursith the Aid

of the CADIS Corpus

Maurizio Gotti (Universita degli Studi di Berganitalia)



Vi Table of Contents

Chapter Bight.........ueeeeeeeeeeieeee s e 205
Corpus Analysis and Annotation in CONTRANOT:

Linguistic and Methodological Challenges

Julia Lavid (Universidad Complutense de Madrid,i8pa

(O00] 01180V (0] £ 221



PREFACE

Till the Future dares Forget the Past.
—Shelley,Adonaisi, (1821)

From very early in history the study of written oeds has been one of
the main concerns of scholarly activity. Therefghilology constitutes a
systematic attempt to obtain linguistic, culturatihistorical information
from documents. From the more primitive literal die@s to the
interpretations of texts and manual collecting afadto the retrieval of
information about languages and the different peppising them, many
centuries have passed. In less than a century,Jesywe have witnessed
how different technological devices have made #gide to reach more
reliable conclusions in a much shorter period ieti The empirical study
of language by (semi)automatically retrieving ddtam texts is the
essence of corpus linguistics.

We have decided not to participate as authors aece instead, we
have preferred to use our experience, if any,ytatd edit a volume we
are sure will have something to offer to the séfientommunity. Our
work as compilers of th€orufia Corpus of English Scientific Writing
its different sub-corpora provides us with a hiftoat what corpus-
compilation is and the time-consuming tasks it éntés users of corpora
(our own, theCorufia Corpusas well as some of the other available in
these days) we can also appreciate the tools mageimology offers
researchers and what the possibilities of expioitedre.

As a twentieth-century innovation in our field, pora and corpus
linguistics have been present in research and dtudg reasonably long
time now. Once the new century has already wittkssaferences, new
publications and all sorts of events related to fib&d, it seems most
convenient not to revise the evolution of the dliboe but rather, to try to
offer an outline of the advances made in the pasade as well as to try
and make a guess as for what is yet to come.

The same way the first collections of texts, lirsgigi data, were not at
first thought of as corpora in our modern sense, discipline we now
easily recognise as Corpus Linguistics may probaldy have been
considered a branch of linguistics in itself butyom good way to process
those linguistic data. Nowadays, Corpus Linguistissa methodology has
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proved to be an impeccable one, probably the miadtoeate way to
approach empirical studies on languages which hee first step to
formulate more general theories or hypotheses gtragtically all aspects
of languages at all historical recorded periods.

The works here collected aim at offering a goodesentation of the
type of research carried out in these first yedith® twenty-first century.
Therefore, they range from the presentation of ereiting projects as the
Cadis Corpusby Maurizio Gotti (chapter 7) to very specific dies such
as the one presented by Maria de los Angeles G&@woezalez who, in
chapter 3 offers a corpus-based contrastive asabfshe behaviour of tag
guestions in English and Spanish. More than onguiage are also present
in Gomez-Guinovart's work on bilingual terminologytraction (chapter
6) and information retrieval is also the concernlolia Lavid's chapter 8
when dealing with the identification and extractioh metaphor from
computerised corpora.

Different theoretical approaches to grammar anddage pervade the
pages of this volume and are adopted by contrisutorit as well as
different languages are used to express their ideafhapter 2, Jose Maria
Garcia-Miguel beautifully describes the lights asitadows of verbal
valency as seen through corpora and applies ihgoptrticular case of
present-day Spanish.

Other contributors aim at establishing some kihdaak or taxonomy
on linguistic/mental artefacts that have not yetrbdefined satisfactorily
enough or on constructions that have been a hitlslippery for scholars
all along history... In fact, the opening chaptertlois book by Averil
Coxhead and Patricia Byrd, “Collocations and AcadeWord List: The
strong, the weak and the lonely”, offers such arbr@tempt to provide a
classification for a loose term referring to a sgcstructure. Similarly,
Martinez-Insua and Pérez-Guerra’s work on metarinétive strategies,
presented in the middle pages of this volume, meastep forward in
linguistic study and opens new perspectives farrtutesearch.

We have wanted to include the work not only of thagho are at
present compiling new corpora or developing thegearch in the opening
of the twenty-first century but also that of thagieo paved the way for us
when computers were not so quick and statistics seasething only the
initiated resorted to. Therefore, chapter 4 by MeafMarkus is here
offered as a symbol of the union of what has bemmedso far and what
can be done yet on corpus linguistics. His worlspokenness as a feature
of late Modern English and the way in which corplisguistics
methodology can help modify pre-conceived ideagesreral assumptions
on languages and stages of languages occupiea a&stral position.
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As is obvious, our choice of authors from differex@untries and
continents as well as the use of different langsdges been a conscious
one. It is true that corpus linguistics as a metthogly as well as a branch
of Modern Linguistics was first developed in Enfglispeaking countries
and, when not, to analyse different aspects egthiechronic or diachronic
of English. However, the development of the disoplis such that it is
now applied to almost all languages in the worlthez spoken or written,
and to almost any historical stage in their develept. The lexicon is not
the only protagonist any more and many other aspedmost bordering
extra-linguistic areas, are also the object ofasd®ers’ interest.

After a careful compilation, the pages that folloantain, we hope, a
wide variety of the trends at present being dewedoin the world. If this
volume shall anyway contribute to the end propossidthe authors have
the glory, and the editors the good wishes andtgdat of readers.

—The Editors






CHAPTERONE

COLLOCATIONS AND ACADEMIC WORDLIST:
THE STRONG, THE WEAK AND THE LONELY

AVERIL COXHEAD AND PATRICIA BYRD

1. Introduction

An ever expanding body of research is demonstrativeg various
strong relationships among words as they are umedoimmunication for
particular purposes (Baker 2006; Biber 2006; Caatet McCarthy 1995;
O'Halloran 2005; Shin &Nation, 2008; Ellis and Ssop-Vlach, 2010).
These relationships exist at various levels ofesysin a language. Words
form strong relationships in at least these pasteta) Connected sets at
the phrase level of analysis (often ternkexical bundlesor clusterd (see
Pickering and Byrd 2008; Biber, Conrad, and Co&@84; Hyland 2008;
and Byrd and Coxhead 2010 for examples); (b) distoous sets (often
termedframey; (¢) adjacent and non-adjacent pairs (often dised as
collocations See Shin and Nation (2008) for a discussion afhhi
frequency collocations in spoken English); (d) eks and
lexicogrammatical relationships; and (e) semantiopnections as well as
syntactic ones.

Nation (2001: 27) highlights form, meaning and asehree aspects of
knowledge important for language learners (see€rl &ble below). These
categories start with the basic concepts of howoadws written and
spelled for written purpose or pronounced for spogarposes. It moves
on to more complex areas of knowledge associateith @i word’s
meaning, including its associations and collocatj@nd constraints on its
use such as frequency and register. The key quegstidated to
collocations for learners is ‘what words or typdswords must we use
with this one?’
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Table 1. Knowledge required for production of a wod in writing
(adapted from Nation, 2001: 27)

Form How is the word written and
spelled?
Meaning | Form and meaning What word form can be tsed
express this meaning?
Concepts and What items can this concept refer tp?
referents
Associations What other words can we use instead
of this one?
Use Grammatical function In what patterns must e this
word?
Collocations What words or types of words must
we use with this one?
Constraints of use Where, when and how often can we
(reqister, use this word?
frequency...)

The Academic Word List (AWL) (Coxhead 2000) is diMw@own and
widely used list of 570 word families developedngsa written academic
corpus of 3,500,000 running words. An example ofvad family is
benefit beneficia] beneficiary beneficiaries benefited benefiting and
benefits The corpus was divided into arts, commerce, lamg science,
with approximately 875,000 running words each.dhtained 414 texts,
balanced for length when possible, including temitsy articles, book
chapters, and laboratory manuals. The selectiowafd families for
inclusion in the AWL was guided by four key prinigp. The first was that
the 2,000 most frequent word families of WesEsneral Service List of
English WordqGSL) (1953) would be excluded. This decision weasle
because the focus of the list was not general wdaah The GSL is
considered old and does not include some curresrlyday words such as
computeandtelevision but this list has still not been replaced. Fregqye
range, and uniformity were the three other prirespfor selecting the
AWL words. Word families had to occur 100 timesnaore in each of the
four discipline areas of the corpus, in 15 or mofri¢he subject areas, and
ten times or more in the four disciplines. The AWL.made up of ten
sublists. Sublist One contains the 60 most frequaard families in the
AWL, Sublist Two contains the next 60 most frequentd families, and
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Table 2. The coverage of the AWL over different acdemic and non-
academic corpora (adapted from Coxhead 2011)

Type of Study Corpus Number of | Coverage
texts running of the
words AWL
University | Cobb and Horst | Learnedsection | 14, 283 11.60%
level Texts | (2004) of the Brown words
corpus (Francis
and
Kucera,1979)
Konstantakis Business 1 million 11.51%
(2007) words
Ward (2009) Engineering 271,000 11.3%
words
Vongpumivitch, | Applied 1.5 million 11.17%
Huang and Chang linguistics words
(2009) research paperg
Hyland and Tse | Sciences, 3,292,600 10.6%
(2007) engineering, words
and social
sciences,
written by
professional
and student
writers
Li and Qian Finance 6.3 million | 10.46%
(2010) words
Chen and Ge Medical 190, 425 10.073%
(2007) research articles words
Martinez, Beck, | Agricultural 826,416- 9.06%
and Panza (2009) sciences words
research articleg
Coxhead and Science 1.5 million | 8.96%
Hirsh (2007) words
Secondary | Coxhead, Pathway series | 279, 733 7.05%
school level | Stevens, and of secondary words
texts Tinkle (in press) | science
textbooks
Non- Coxhead (2000) Fiction 3,500,000 1.4%
academic words
texts Coxhead Newspapers 1 million 4.5%
(unreported) words
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so on. Coxhead (2011) has downloadable versiortheoheadwords and
sublists of the AWL. On average, the AWL covers 1@Phe AWL corpus.
In subsequent work by a variety of researchersamadiemic corpora (see
Table Two above), the AWL coverage is usually acod®%. Contrast
those figures with fiction (1.4%) and newspaperS%é) respectively.

The more we know about the words that commonly ootacademic
discourse and the lexical and grammatical patternshich they occur,
the more we can look for similarities and differes@nd work to inform
students, researchers, teachers, and materialgndesi Durrant (2008:
163) explains two pedagogical benefits of listeafocations for language
learning. The first is that learners’ attention ¢dsndrawn to patterns that
learners need. The second is, “they may draw &tertb productive
patterns which are tied to specific lexis in a whgt can lead them to be
overlooked by traditional grammars”.

Durrant’s research illustrates a careful approactietveloping a list of
collocations based on an academic corpus. Table Felow lists ten of
the top academic collocations from Durrant’s legng with their mean
frequency per million words. Note the drop in meaequency from
between andat 935 occurrences per million telated to with 190
occurrences per million.

Table 3. Ten of the top 100 key academic collocatie adapted from
Durrant (2008: 166-168)

Words 1 and 2 Mean frequency/million words
between and 935.56
can be 857.4
number of 634.6
based on 404.64
due to 374.12
associated with 315.52
according to 267.36
and respectively 249.68
in addition 204.72
related to 190.72

Durrant (2008) points out that most of the collamad he finds in his
study of academic texts are not in the AWL.

For more on collocations in a particular academibject area, see
Ward's (2007) work on engineering which includesaanple of practical
learning tasks for the classroom. See also Gle(0I00) for an interesting
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discussion and exemplification of the discoursecfiam of collocation in a
corpus of cancer research articles, which builds eamlier work in
specialised corpora by the same researcher.

A recent corpus-based analysis of patterns formulascademic and
non-academic corpora of speaking and writing is fSiom-Vlach and
Ellis's (2010) Academic Formulas List. This majotudy directly
addresses pedagogical concerns. The researchtrd 8o data from their
study “according to major discourse pragmatic fioms [which] allows
teachers to focus on functional language areashwideally, will dovetalil
with functional categories already used in EAP icuta” (497). The
researchers present a ‘core’ list of written anoksp academic formulas,
data from primarily spoken academic English, anth deom primarily
written academic English. For example, formulas adntrast and
comparison (p. 499) such asd the samandas opposed tare from the
core AFL, (nothing) to doandthe same thingre primarily from spoken
data, ande related to thendis more likelyare primarily from the written
data. Like Durrant (2008), these researchers usatparison corpora to
establish the academic nature of their formulaémitation of the present
study is that no comparison corporaares used.

In this approach to language analysis, languagseen as being
organized by repeated use of relatively set woslingparticular discourse
settings. The study of language as it has been udsedvarious
communicative and discourse purposes has develogdly with the
practical, applied use of computers to analyze @arpa theory base for
corpus linguistics has been developing with simiipeed. Work such as
Sinclair (2004), Halliday (2002), Hoey (2005), Stsb(2005), Biber
(1988) and Nation (2001) provides a theoreticainfeavork that explains,
justifies, and builds on an empirical approach togdistics and a
definition of language in terms of lexicogrammatipatterns used for
communication among members of social groups. Thasanticipate that
the words in the AWL will exhibit the same interemetedness found in
other analyses of words-in-use-in-register-contekisstly, however, we
need to look at some challenges when investiggtatterns in written
language.

2. Theoretical and methodological challenges
in the study of word patterns

A primary problem withcollocation seems to be one of definition.
Collocation as a generally agreed upon definition, is theadtaristic co-
occurrence of words. Firth (1957, as cited in Xéml McEnery 2006) is
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credited with first having used it as a technieah. Variations of Firth's
explanation abound, all seeming to share ambigueusis such as
characteristic, greater than chance, habituahd frequent This vague
terminology seems the crux of a growing dilemma cwilocational
research in corpus linguistics. Does the definitdbicollocationrequire a
guantifiable, statistical relationship between ecéites? Perhaps such a
relationship is implied, even assumed to be pamv lwllocation is
defined. According to Oakes (1998) the tesignificant collocatiorcan be
applied when the probability of two lexical itemscarring together within
a specified span is greater than could be expdutethance. Since he does
not seem to be advocating two categories of nomifgignt collocation vs.
significant collocation, the definition provided ihis often cited work on
statistics and corpus linguistics means that, fake3, a collocational
relationship can only be found through the applicatof statistical
procedures and not through the educated guessihg oésearcher.

Hunston (2002: 12) definemllocationin two slightly different ways.
In an introductory chapter she says “collocatiothis statistical tendency
of words to co-occur,” (12), yet later calls colidion “the tendency of
words to be biased in the way they co-occur” (88hile these definitions
are far from contradictory, they do bring to attentan important detail; is
a statistical relationship necessarily implied bg termcollocatior? Her
examples using the statistical data from the Bankrglish suggest that
she expects a statistical process to be appligttisearch for collocations.

McEnery, Xiao, and Tono (2006) state that collogsatee identified by
using statistical approaches, perhaps meaning whde the notion of
statistical analysis may not be implicit in theid&ion of collocation, it is
the way in which collocates are determined. Thiselexamination of the
definition may seem pedantic, but there are ingania the literature
where extracting collocates seems to involve littbere than finding
words near the node that intuitively seem as thdhgi are related.

2.1. Selecting a statistical approach

For the most part the statistics for recognitiord aralidation of
collocations rely on some form of comparing theesbed frequency of a
pair of words with the frequency expected by chafd¢ese formulae are
new incarnations of statistics used in experimeftthe social sciences,
most of which evolved from statistics used in hseitnces. The formulae
needed to be manipulated when they were appliggaops of people in
social science use. Now further adaptations ardate® try to make them
fit language. This attempt to use statistical apphes created for other
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types of research has left formulae that are ngd@d fit with linguistic
data. These statistics were never intended to medaunguage. Many,
such as t-score, z-score, and Ml score, includedsta deviation as part
of the calculation. In order to determine standzadiation, it is necessary
to assume a normal distribution, and in order teeteanormal distribution,
it is further necessary to assume the possibifitaadomness. However,
language is not random (Kilgarriff 2005). Languatmes not distribute
normally. Stubbs (1995) addresses many of the prablassociated with
collocational statistics and seems to concludedhatshould proceed with
caution. In other words, the statistics can stitbyide some useful
information, but we need to be aware of their ielnédimitations when
applied to language data.

Considering these limitations, we have chosen pontdog likelihood
(LL) scores for this project. Log likelihood doestrassume a random
distribution of the data and therefore more medningesults can be
obtained from less data (Dunning 1994). The assiomjehind the use of
LL analysis with language data is that massive anwwof data should
yield something closer to a normal distribution.isTHecision is in line
with the practice in introductions to corpus lingfits such as Baker
(2006) and McEnery, Xiao, and Tono (2006). Becahsefield is in such
flux, we are also reporting as much raw frequereta és possible so that
the data that we present about the AWL can be adraed in the future.

2.2. Methodology

The corpus used in this study is the 3,500,000 waitten academic
corpus from Coxhead’'s AWL study (2000). It is biyeflescribed in the
introduction above and detail on the corpus is lakbéeé on Coxhead’s
(2011) website and in Coxhead (2000).

2.2.1. Principles to guide selection and presentati of data

Working with 570 word families and a 3.5 million-reb corpus
involves problems that result from having substnéimounts of data,
especially for the higher frequency words. For epl@rassessmenthe
most frequent member of the word famélgsessoccurs 684 times in the
AWL corpus. Wordsmith Tools 4.0 (Scott 2007) repocbllocational
relationships with 92 words in positions followirggsessmentith log
likelihoods ranging from 1007.57 (withf) down to 3.14 (witthave For
the word assessmentthat software package also provides 138 3-word
clusters that occur at least three times in the A8tpus. Thus, decisions
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must be made about which data are of most impoetémcunderstanding
how assessmerfunctions in academic writing since reporting @flithis
data would be some combination of un-wieldy anduseful for most
readers.

Because many word families include four or moretesd words, the
AWL totals 2538 words. Rather the studying all mensbof the word
families, this current study focuses on the mosgjdient member of each
word family, limiting the task to the analysis ¢ietuse-in-content of 570
words. Where two words in a family have similarguency, the study
presents information about both members of the Ifamiowever,
generally one member of such sets is much more @myrused and,
thus, the focus of our study.

As indicated earlier in this discussion, we haveosgim to use
WordSmith Tools 4.0 for our analysis and to repbet log likelihood
statistic for collocational information. These t@ecisions about software
and statistical approach led to the developmemixténsive data sets. For
example, the wordconcept occurs 580 times in the AWL corpus.
Wordsmith Tools reports 487 possible collocates doncept most of
which are well below any reasonable standard fatissically significant
relationships. In the case obncept(and many other words), the highest
log likelihood score for the relationship betweeanceptand of is
followed by much smaller scores for other pairsditidnally, Wordsmith
Tools 4.0 reports collocational data in two waye first being the data
for the node and words that follow it and the secoaport being for
relationships between the node and words that cionfeont of it: for
example,concept ofvs. the conceptTo give readers a sense of these
numerical (and linguistic) patterns, we decidedréport the top ten
relationships in each direction. Tables Four anee Bhow the data as
reported by Wordsmith Tools 4.0 and copied into fgisoft Excel. As can
be seen in the columns for the log likelihood déta, fall off in values is
steep.

Since no cut off values exist for log likelihoodiinzipled decisions
must be made and then consistently followed inntspaf data. To indicate
the strength of collocational relationships for AL words, we decided to
report the top five scores in each pattern as shiowppendix A.
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Table 4. Collocational data in Log Likelihood order, for concept
followed by possible collocates

Word Freq. Word 2 Freq. Gap Joint  Log L.
1 of of between use of

Word Word 2 the the

1 words words
concept 580 of 146,362 1 375 1,674.97
concept 580 oppression 144 2 18 206.92
concept 580 is 51,830 1 74 201.09
concept 580 a 72,595 2 61 108.51
concept 580 has 9,606 2 24 88.14
concept 580 the 248,132 2 105 82.56
concept 580 in 81,262 1 54 75.24
concept 580 citizenship 147 2 6 54.91
concept 580 it 22,334 4 24 51.51
concept 580 that 40,856 4 31 48.89

Table 5. Collocational Data in Log Likelihood order for concept
preceded by possible collocates

Word 1 Freq.of Word2 Freq. Gap Joint  Log L.
Word 1 of between use of

Word the the

2 words words
the 248,132 concept 580 1 448 1,804.28
a 72,595 concept 580 1 91 228.39
to 88,802 concept 580 2 77 142.57
of 146,362 concept 580 2 88 112.3
this 20,153  concept 580 1 34 100.64
marketing 1,068 concept 580 1 14 96.35
is 51,830 concept 580 3 47 88.74
matching 64 concept 580 1 5 52.42
brookers 5 concept 580 3 3 45.76
law 4,468 concept 580 4 12 45.48
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3. Results and discussion

In this section, we report on data from severaldsdn the AWL and
illustrate what we mean by ‘the strong, the weaid the lonely’. Let's
start with the strong.

3.1. The strong

In this section, we report on case studies of wdrdm the AWL
which present different patterns of collocation.

3.1.1 The case of create

Createis taken as an example of the ‘strong’ in thisptbabecause
an analysis of this word provides a great dealotibcational data. One of
the difficulties with dealing with an avalancheaufrpus-generated data is
deciding whether to limit the analysis to partictinds of words such as
nouns, verbs, or adjectives or to cast the netmwifleve takecreateas an
example, a narrow analysis would show two main gmies of nouns:
concrete and abstract creations. The concrete insé® AWL corpus
includedocument, environment, database, recamtjfield. Most of these
uses seem to come from computer science. On tlee bémd, the abstract
uses includempression, difficulties, reasons, problerasdrights. While
we can use the wordreate to communicate about the creation of just
about anything, there’s a strong tendency in acé&enose for the word
to be used in these patterns with these words. Sttosig tendency makes
a principled beginning place for teaching studéots to use the word.

When we take a wider view of this high frequencyrdyove see a
number of relationships. The strongest relationghipetweercreate and
a/an This set makes the phrases that begin “create’ and “create an
..." As we saw above, several words suggest comgdateyuage either
with word processing or working with databasdscument, database,
record, and field. The nouns that followcreate include a subset with
negative meanings: “create difficulties” and “ceeptoblems.”

Other nouns includémpression, environment, reasorand rights.
Createis also used in compounds with or and For example:...the
difficulty of trying to create and maintain an idegy... The adjectives
that collocate with create fall into two subgrou@e is focused on the
number of things created, for example new and modit The other
subset focuses on the quality of the new creafmngxample,create a
new documentr create a good curriculurrSeveral prepositions collocate
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with create. The highest on the list is for in &= such aereate... for

... It can create major problems for those who havéirtd the finance
Create is followed by nouns, and those nouns are like ynaouns in
academic prose in that they are part of long, caramd noun phrases.
Having prepositions and relative pronouns on tstesliggests the presence
of these long noun phrases as.increate other problems that make its use
undesirable This little pattern suggests at least two congern

(a) English uses the singular nouns wétfan to refer to categories, for
generic meaning, in sentences such as “She’s aetdwyr “I need a
pencil” that refer to general rather than particitems. The use of generic
in academic prose should be checked.

(b) The set of words creates a short frame thathmrompleted with
many different nouns. What patterns exist in thedkiof items that are
created in academic communication”. Is there artepang that suggests
a way to prioritize learning of new words that gdhie frame?

3.1.2. An analysis ofinalysis

Another example of a high frequency word in the AWlth strong
collocational relationships isanalysis The strongest log likelihood
relationship is betweemnalysis and of. This relationship spans other
strong log likelihood relationships, includiag analysigas inan analysis
of) andfor ... analysigas infor an analysis gf Analysis ofis followed by
nouns such agteraction, languagesystem, programme, the effettte
changes,and data. A key point to make here is that the relationship
betweeranalysisandof goes both way<Of also precedeanalysis andof
analysisoften occurs in patterns suchrasthod/unit type/level of analysis
Another example of a two-way connection betweendsadsanalysis and
along with its reversand analysisWhile the data for the pairs are similar,
the collocates for these patterns are quite difteréxamples ofinalysis
and collocates includassessment, evaluation, interpretation, management,
andresults.Examples ofand analysiscollocates includéescription, data
collection,andrepresentation.

It is important also to note that some lexical isewith relatively high
log likelihoods, such adata analysisand factor analysis do not occur
uniformly across the four disciplines of the corpData analysisioes not
occur in the Law subcorpus afattor analysisdoes not occur in the Law
or Science subcorpora. Furthermdeetor, data andanalysisall occur in
Sublist One of the AWL, meaning that they are ahhfrequency items in
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the list. Much more work needs to be done to find more about
collocations in academic texts and their distribtiacross different
academic disciplines (Durrant 2008:; 159; see algtarkdl 2008; Hyland
and Tse 2007).

3.1.3 An assessment of assessment

We includeassessmeritere as another example of an AWL word with
interesting patterns in its data. The ncassessments much the most
frequent member of thessesavord family, making up very close to half
of the occurrences of the family. The strongesti@hship shown by log
likelihood is the lexicogrammatical relationshiptlween assessmerand
of. Very often the noun that names the area to besasd is generic in
meaning, for examplassessment of a firm’s export success, assessfment o
ambivalence, assessment of beneficiary incamgassessment of change
Even when the following noun phrase uses the defafeterminethe, the
meaning is clearly general rather than specific,efeampleindependent
and professional assessment of the child’s positioher home As this
example suggestassessmerns often involved in the long complex noun
phrases fundamental to academic prose with sewerals/phrases used to
give details about the type of assessment comirigrdoehe word and
several words/phrases coming aftdrto characterize the thing being
assessed.

The use of the coordinating conjunctiand with assessmentreates
highly frequent pairs with assessment in particuédationships to other
parts of a process: NP(and assessmemtr assessment andP(s). The
ordering of the combination reflects the place séemsment in a larger
processoobjectives, content, delivery, and assessresgessment comes
at the end of the process] bemvironmental assessment and protection
[assessment must come first in the process]. Thpsogriate use of the
word assessmemtill involve packaging it in a longer phrase tlspecifies
the nature of the assessment and might involvenbaagsessmerds a
sub-component in a longer process.

The types and purposes of assessments in acadeth@ré suggested
by the adjectives or nouns that come before thedwéor example,
accurate, appropriate, arbitrary, careful; briefrdad-based; competency,
impact, internal; projectand employeealong with a few others. While
none of these words is used frequently enoughhercombination with
assessmertb rise to statistical significance, there is dirdie pattern of
use. Some adjectives specify the quality of theessment with an
emphasis on characteristics that make for a goagsament. Other
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adjectives give the extent of the assessment. Agnatt of words describes
the time sequence possible for assessment. Théhfeat specifies the
type of assessmentdmpetency, skjll A fifth combination focuses on the
group or entity to be assessamployee, environmenjalA very small
sixth group gives the assessfanfinist, seli-

Like the other examples given above, log likelih@thlysis shows a
strong relationship betweamnceptandof and also wititthe andconcept
suggesting a longer chaining withe concept of Another pattern with
conceptis the string NP ©f the concept of NP, for examplanalysis of
the concept of unconscionable conduct, definitidnthee concept of
performance, examination of the concept of jusiide string begins with
an abstract noun that refers to some action orega@pplied to the
concept. The phrase ends with the naming of theemn However, two
interesting features of this word involve its closétionship withthe and
its use as what Schmid (2000) has termed a sheli.r®ecaus¢he is so
frequent in English, it forms many combinationshmitouns that are not
statistically significant but the result of the nenous uses dhe The data
on conceptshow that this word bonds tightly withe whenconceptis
used then we can expect that the wiialis highly likely to be included in
the phrase. Of the 594 usescohcept 309 are the collocatidihe concept
Of those 309, 251 are of the collocatibe concept ofThe use otoncept
as a shell for complex concepts can be seen ifotlaving sequence of
sentences [numbers added to make reference tentenses easier for the
reader]:

1. The results shown here suggest that an alteematichanismcould
account for the beneficial effects of nicotine iDA

2. This mechanisminvolves a nicotine inhibition to amyloidosis.

3. A major weakness ithis conceptrelates to the lack of physiological
data to support a role for nicotine.

The chain involves “the results” that lead to “attemmative
mechanism” which is defined in the second exameteence. The whole
definition is then packed into this concept so thatwriter does not have
to repeat the definition again in the third senéenc

The words associated wittoncepffall into two large categories. In the
first set, the words are used to describe and eatealthe concept:
associated, base, basic, broad, broader, centraklical, dangerous,
definitive, descriptive, detailed, different, difflt, and others. In the
second set, the combination points to the sourcéh@fconcept or the
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special area in which it is usednthropological, Anglo-American,
astrological, economic, ecological, ideologicalgés, and a few others.

3.1.4 The case ahdicate

While most word families (and lemmas) have one nmemthat is
much more frequently used than other members oftbep, some word
families include two (rarely more than two) membefsalmost equal
frequency. Sincéndicate occurs 445 times aniddicated 405 times, we
decided to include both forms in our study. Thermgest log likelihood
relationship in the data for both forms is wittat Thus, there are both
present tense and past tense sentenceshaitblause complements:

(a) Present tense: Between-site variations inditetethe sample sites
primarily reflect local vegetation patterns.

(b) Past tense: Estimates based on dilutions iteticéhat the final
concentrations would be around 400ppm.

However,indicatedis often used for a passive meaning as a passive
participle or in a passive verb phrase. The impmeaof the passive uses
of indicated points to an implication of the data. If the siest
relationship forindicateis with that so that the most common complement
of indicateis athatclause, where do all these passives come from? One
answer might be thandicate has two patterns: a version that utes-
clauses as its complement and a transitive vensitina noun phrase in
the object position. The transitive version can ehav parallel passive
formation; the version with ghat-clause is unlikely to have a parallel
passive version. A detailed study is needed toeteag the differences
between versions adfidicatethat can be seen as related to the passive and
versions ofndicatethat do not have parallel passive forms.

The examples in this section illustrate the striengft collocational
patterns with some AWL words and some of the kioflpatterns we see
in the data. We move on now to some examples of AMgtds that do not
seem to have the same strength of patterning.

3.2. The weak

In this section, we will investigatengoing and straightforward as
examples of words with collocations with weakemagsions



Collocations and Academic Word List 15

3.2.1 The case obngoing

A highly frequent word likecreateis likely to have a longer list of
statistically significant collocates than a lowduency word likeongoing
Ongoing from Sublist 10 occurs only 97 times in the AWLrmas
(compared to the 365 times fareate and 1747 times foanalysis.
Ongoinghas a few strong collocational relationships, mafswhich are
grammatical rather than lexical. Durrant (2008: ,1&8lowing Gledhill
2000) comments on the usefulness of reporting graticad and lexical
relationships. Becausingoingis used in academic prose, the noun phrase
in which it is used is likely to be on the long eievith prepositional
phrases attached usinf§ Examples of the noun phrases in whictgoing
is used include the following:

[They] had little commitment to the kimaf ongoingrelationship that
might make mediation both more suitable and mdiectfe.

The telephone script in general demands polite @&xgéand ongoing
conversation.

[The university] provided fellowship assistance fpart of the
ongoingresearch on this project during a period of sabalideave.

The phrasepart of the ongoingds used six times out of the total of 97
uses obngoingin the AWL corpus.

3.2.2Straightforwardand required

While some words just do not have strong colloceticelationships,
others have strong ties to words to one side oother, but not on both
sides. For examplstraightforward from sublist 10 occurs 86 times in the
AWL corpus. Ties to left that show this word asradicative adjective (as
the complement of a linking verb) and as an attieuadjective (coming
before a noun) as inis straightforward and a straightforward
Straightforward has strong ties to the left, as in is/a/relativelgre.
Words to the right are statistically significanttmot as strong as the
relationships to the left.

Another example of a word with strong ties to oiae sbut not so
strong on the other ieequired As would be expected from other studies
of academic prose, for example Biber's applicatidrmultidimensional
analysis to academic data (1988) where passiveevisicshown to be
highly characteristic of academic prosequiredis most characteristically
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used in passive verb phrases. Both the statistith about the
collocations withrequired and the most frequent three-word phrases
converge around this use. Thusequired is like indicated in the
importance of passive voice uses both with and owitha by-phrase.
Requireddiffers in its complements, having its strongetationship with

a to-infinitive clause and rarely having #hatclause. This difference
seems to be a result of the heavy use of passiee vath an infinitive
clause (599 uses out of the total 1377 usesaqdiredor 44%) compared

to the rarity of active voice followed bythat-clause (16 uses out of the
1377 or 1%):

(a) Passive + infinitive clause: the maximum amooftaccrued
interest a purchaser can be required to pay isrthmo

(b) Active + that-clause: this objective requirdthtt governmental
authority and administrative officials [do sometijin

The purpose of this section has been to illustnate some words may
have strong collocational relationships only on aide, rather than on
both, while others may have only one main pattercoimment on.

3.3. The lonely

In this section, we consider the womsnethelessindreluctantWord
families in Sublist 10 just meet the frequency aadge requirements for
entry into the AWL. Analyzing their uses preseniffedent challenges
from those associated with highly frequent wordge lianalysis
Nonethelesshas weak collocational relationships based on Ithg
likelihood statistic and equally weak patterningtie set of three-word
phrases. The data do suggest what is confirmedidygdncordance lines:
nonethelespatterns like other transition words by tendingp®sentence
initial or immediately after a coordinating conjtion. However, about
40% of the uses come after the subject or someesgieof the verb (after
be or the first auxiliary), a location that delaysethmaking of the
connection between the two sentences, for exantpie they may
nonetheless be documents that, in the opinion ofskdrs, ought not....
While this delay might be a more sophisticated tiocafor a transition
word, the placement could be confusing for lesifgkieaders of English.

Lower frequency of a word is not a predictor of loatlocational pull.
For example reluctant from Sublist 10 appears 67 times in the AWL
corpus. While that is a large number compared & rttany words that
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appear only one or two timeseluctant certainly appears much less
frequently than words likanalysisor approach Along with statistically
significant collocations with 11 other wordgluctanthas a very strong
grammatical relationship witto. eluctantappears 61 times witlo.. that
is, 91% of the uses oEluctantare withto.

Working with low frequency words also requires ¢arenalysis of
data presented by systems like Wordsmith Tools ZBe Mutual
Information (MI) statistic provides information altto relationships
between words with the MI scores often getting bighased on the rarity
of the words in a particular corpus. For examplenetheles®ccurs 103
times andpurportsoccurs 22 times and they occur together 2 tintesr t
relationship in Ml terms is a strongly significatit.51 (most studies use
3.0 as the level of significance for MI scores)isTinformation means that
whenpurportsis used, it is fairly likely thamonethelessvill be used in the
same neighborhood. Their log likelihood score ity @8.53 (compared to
the log likelihood of 2232.99 faanalysisandof). This number means that
the two words are not highly characteristic of thecourse covered in the
AWL corpus. That is, the MI score tell us thainetheles&nd purports
are fairly closely related to each other; the likglihood score tells us that
nonethelesandpurportsare not strongly characteristic of academic prose.
These two approaches to statistics suggest thewgdrevhich data about
language must be read. An Ml of 11.51 is analyret@ims of its distance
from a 3.0 level of significance; this statistiods to be stronger for low
frequency words that are often used together. Mel lef significance has
been agreed upon or even suggested for log likatirecores; that data
must be viewed comparatively so that a 28.53 lkgliiood score is very
low compared to the scores achieved by high frecuemords like
analysisandof.

4. Implications and considerations dor language angsis

The data from the AWL reported above show a nurolbsimilarities.
The first is the strong log likelihood between fadithe five words andf,
as inassessment adinalysis of indication ofandconcept afin the case of
analysis assessmenandconcept the log likelihood is far greater withf
than any other word. The strength of the connecialicates a highly
productive collocation that forms the basis of sarfiehe most frequent
three word clusters, such th® analysis oAndan analysis ofThis finding
connects the AWL words to studies such as Biberal (1999) that
demonstrate the importance in academic writingponfjlcomplicated noun
phrases with post-modification as well as pre-miodifon. The high
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frequency of the wordf also points to the studies that build from
Sinclair's discussion hovef differs from other words in the category
preposition (Owen 2007; Sinclair 1991).

The data sets show that AWL words interact a gdeaf with GSL
words (West 1953), something Durrant (2008: 164p agloints out, and
that AWL words also interact with each other. Locgmplex phrases,
such aghe domestiebasedevidenceindicatesa link between information
use and performancer data analysis and assessmeninethods(AWL
words are in bold), often involve several AWL an®lGitems. Even
simple patterns in the data with coordinating canfions such as noun
and noun often involve two AWL words, as enalysis and assessment
and analysis and interpretationSuch interaction shows how important it
is that words lists such as the AWL as not seeis@ated lexical items
but are viewed in the common collocations and mwas which they
occur. Hoey (2005: 8), in his book texical primingstates,

As a word is acquired through encounters with ispeech and writing, it
becomes cumulatively loaded with the contexts amtkgts in which it is
encountered, and our knowledge of it includes # fthat it co-occurs
with certain other words in certain kinds of corntex

By providing examples of actual use of collocatidnsacademic
context, we might learn more about the cumulatbzeling of words.

The near impossibility of making completely satisfydecisions about
statistical approaches to analysis of language mhatst always be kept in
mind by those carrying out studies such as thereperted here. To date,
no standards have been agreed upon about reptitirgettings that have
been used in programs like Wordsmith Tools 4.0 et teplicating or
verifying studies is made very difficult and oftenpossiblé.

Finally, numerical data about patterns in corpam jast one initial
step in understanding language-in-use. After ctiltigcinformation about
statistically significant patterns, linguists nedreturn to the corpus to
understand communicative purposes for the linguisétterns. Statistical
data about the words and phrases in a corpus céy rat reveal patterns
that involve words with similar meanings. As shoimnthe analysis of
assessmengiven above, study of the adjectives that appedorb the
word can reveal patterns of meaning and use tl@anat shown in the
reports of statistically significant relationship$hus, in addition to
generating lists based on statistical analysisheed to look carefully at
concordance lines to seek additional patterns girosorting and re-
sorting the concordance lines. This process bdliesexpectation that
computer based analysis of language data will bedad easy; at some
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point in an analysis, a linguist must take a lomgughtful careful look at
how words and their typical phrases are being usedntext.

4. 1. Implications for language teaching

Students and teachers of English for Academic Rap@EAP) need to
work actively with the information about AWL wordand their
collocations. Students can be helped to achieve glmal by having
opportunities to examine the words in the contdxteatbooks they are
using currently or will be required to use in thieure and then calling on
the data we provide to see how else the target wpetates in other
contexts (i.e. Does a word change in any way ire& nontext? If you
have the verb, what is the noun and how does ikworcontext?) For
example, teachers and learners could investigatagstlog likelihood
relationships between words suchiradicateandthat Not only doeghat
score the highest log likelihood for the most frexuword in the family,
indicate it is also the highest witindicated (the second most frequent
family member) andndicates Frequency data show differences between
words. Comparing the highest log likelihood relaibips of the most
frequent words in the AWL, includinipdicate + that, assessment pénd
required tq would encourage direct focus on the words themselan
activity that consistently shows itself to be védleafor the development of
vocabulary knowledge (Nation 2001). The principle learning high
frequency words first (Nation 2001) can serve nmoy ®eginner and lower
level learners who are focused on the higher frecyugéems in English, but
also for the higher level, more academically mintksners who need to
know which words, collocations, and phrases willegthem good return
for their learning effort and time. Another apptica of such data sets is a
comparison of near synonyms that may cause ineer for learners or
between high frequency words that are generallyl webwn, such as
need and its more formal, seemingly synonymaegquire (see Coxhead
2006).

Another important point is that these patterns valliteachers and
learners focus on the usual rather than the unuBydlighlighting that
requiredmost commonly occurs in the passive and is folbbvay the
infinitive, as into berequired to seek approvaleachers and learners can
expand knowledge beyond the meaning of the wordnealoThis
knowledge may allow learners to build a bridge lestaw knowing the
meaning of a word to knowing how to use a word irting (see also
Coxhead and Byrd 2007). Further, the precise useidf words asgequire
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in an academic context demands higher attentiondmegher knowledge
than knowledge of the word in general or everydss/. u

Teaching applications using data sets such as esept here must be
mediated. Taking raw data and linguistic technigims the classroom
requires a great deal of care. It may the casectirpus-based dictionaries
and grammars are a wise approach at this timegrréitlan bringing about
a major shift in the language curricular if setsaofrds are the foundation
for language use and vocabulary is the startingitp@r curriculum
design. Not all teachers have access to computadhaols, just as not all
teachers excel at materials and curriculum deditpwever, all teachers
should be skillful at the implementation of actiedt and lessons and need
to understand the nature of language in use asgbaahd to teaching
toward student needs. Keeping in mind Nation’s {gd0ur strands when
creating a vocabulary programmes is one way toktldabout student
needs. The four strands are meaning-focused injearning through
reading and listening), meaning-focused outputriieg through writing
and speaking), language-focused learning (delibesatdy of aspects of
words such as their pronunciation, spelling, megnand grammar for
example), and fluency development. Nation suggettat equal
opportunities for learning vocabulary are needeaszcall four strands.
Hirsh and Coxhead (2009) apply the four strandactivities using their
science-specific list for English for Academic Pagps.

5. Conclusions

A principled vocabulary list is a useful startingimt for research and
study. A word list is not the end point for teaahisnd learning but is the
beginning. Lists such as the AWL are a probe, mmpiti is a tool that
students and teachers can use to notice lexicatolgrammatical, and
semantic patterns in their own reading, and devéiep knowledge and
ability to being to use these words in their owriting. It is important for
teachers and learners to understand that the gaal find the words in
their own contexts and to use them for their owedse It is also important
to know that not only are all words not createdad¢qas Paul Nation often
says), but that not all collocational relationshépe created equal. That is,
some collocations might be the strong, others tkakyand somewhat
sadly, some might just be the lonely.



