Cognitive Dynamics
in Linguistic Interactions






Cognitive Dynamics
in Linguistic Interactions

Edited by

Alexander Kravchenko

CAMBRIDGE
SCHOLARS

PUBLISHING



Cognitive Dynamics in Linguistic Interactions,
Edited by Alexander Kravchenko

This book first published 2012
Cambridge Scholars Publishing
12 Back Chapman Street, Newcastle upon Tyne, NBEG, 2)K

British Library Cataloguing in Publication Data
A catalogue record for this book is available fritra British Library

Copyright © 2012 by Alexander Kravchenko and cdmitors

All rights for this book reserved. No part of thisok may be reproduced, stored in a retrieval syste
or transmitted, in any form or by any means, etegtr, mechanical, photocopying, recording or
otherwise, without the prior permission of the cagiyt owner.

ISBN (10): 1-4438-3774-1, ISBN (13): 978-1-4438-37F



TABLE OF CONTENTS

ADBOUL the AULNOTIS ... e

From the EdItOr.....ccuuiiiee et e e e e e

The Neglected Dimension

Cognitive Dynamics: Language as Values Realizingvig.............

Stephen Cowley

The Biological Centrality of Talk ..........ccoeveeiivviiniiiiiiieiniiieeeeeeenn,

Raymond Jennings and Joseph Thompson

Cognitive Dynamics in the Japanese Language: LajggRaocess

Theory of Tokieda and MiUra .................mummeeeeeiiiiiiiiieieieeeee e

Seiichi Imoto

On the Ontology and Cognitive Processing of Langsag

A Tentative APProach .........ooooiiiiiiieei e e e e e s ess e eee e

Hans Goétzsche and Ksenya Filatova

Formal Written-Language-Biased vs. Dialogical Linguistics

on the Nature of Language .........cccueevvvmcecccvesseceenniininneeeeeeeeeeeeas

Per Linell

Grammar as Semiosis and Cognitive Dynamics ........................

Alexander Kravchenko

The Adjectival Concept in Dynamics and in the Qiogry ..............

Eugene Rivelis

Biology of Cognition, Biosemiotics, and Second Laage

B Yoo 1113 o ] o PR

Igor Arkhipov

. Vil



Vi Table of Contents

Bilingual Finnish-Russian Children describing Piet
iN their TWO LanQUAagES ......coccouuiiiiiiiiiiiieeieie ettt 214
Ekaterina Protassova

Language Acquisition as a Synonymic Net Growth:
Search for an EXPeriment ...........eveevvees e e e eeeeeeeeeeeeeeeseessssnnnnnnnnes 241
Ksenya Filatova

Translation of Legal Texts as Cognitive Interacsian...............ccvvveeee.. 261
Slavka Janigova



ABOUT THEAUTHORS

STEPHEN J. COWLEY is a Senior Lecturer at the Ursitg of Hertford-
shire, UK. Having completed his PhD on ‘The plat@msody in Italian
conversations’ at Sidney Sussex College in Cambritlg lectured in Lin-
guistics at the University of KwaZulu-Natal. Howeygiven his interest
in reconnecting the study of language with thahoman behaviour, his
attention increasingly focused on how cognitivecgsses are enacted in a
language-saturated ecology. Thus, since 2000, ©isehtured in both Psy-
chology and Cognitive Science. In his empirical kydre has developed
methods for investigating interactional events iimetscales that give
meaning to mother-infant interaction, social robstihealth interaction
and problem solving. Since 2005, he has coordindteDistributed Lan-
guage Groupan aggregation of scholars who are rethinkinglage as a
collective resource that constrains dialogicaledied human activity. He
has edited several books and Special Issues imgaP011 volume enti-
tled Distributed Languagé€John Benjamins, Amsterdam).

RAY JENNINGS was educated at Queen’s Universityiversity of Lon-
don, Oxford University and Victoria University, Wegton, New Zea-
land. He was appointed at Simon Fraser Universitgnada, in 1967
where he is currently Professor of Philosophy aimédior of the Labora-
tory for Logic and Experimental Philosophy. His nmipal current re-
search lies in applications of the theory of hypaphs in logic and biol-
ogy, and in the study of human language as a hitdbghenomenon. He
is the author offhe Genealogy of Disjunctiogf©@UP 1994) and co-author
(with N. Friedrich) ofProof and Consequen¢Broadview 2006). Some of
his papers and some work of his students can bedfeat www.
sfu.calllep.

JOE THOMPSON is a PhD student in Psychology at 8if@ser Uni-
versity, British Columbia, Canada. He is curreritijerested in whether
measures of early false belief are related to thasures usually applied to
four-year-olds. He is especially interested in howch variance in early
false belief understanding can be explained by wiex function. More
generally, he is interested in construals of somigjnition in terms of ca-



Viii About the Authors

pacities for interaction, rather than in terms ofial cognitive essences,
such as a theory of mind.

SEIICHI IMOTO is a Research Veterinarian (DVM, PlaD Hokkaido
University, Japan) majoring in internal medicinel gathology and acting
as a toxicologist and a bio-statistician. In 2008 began to study philoso-
phy seeking for ways of thinking different from hisg-accustomed ordi-
nary way of scientific thinking. Soon, he encouatethe work of Hum-
berto R. Maturana, a Chilean biologist, and learthetl the object of study
should be a structure-determined system, a systéth two non-
intersecting domains, that is, the domain of iterinal dynamics and the
domain of its interactions with its niche of the dinan. This view re-
freshed his eyes toward various fields of studjuiding linguistics.

HANS GOTZSCHE is an Associate Professor in Lingessat Aalborg
University, Denmark, and Director of Center for gjinstics. He has edited
the bookMemory, Mind and Languag@ambridge Scholars Publishing,
2010), and he has written about 60 scientific kgién Danish, Swedish,
English, German and French, primarily on syntagidaand linguistics,
historical linguistics and philosophy of language.

KSENIA FILATOVA is an Assistant Professor in Lingtics and Modern
Languages at Ural Federal University, Russia. Qiverpast several years
she has been teaching and doing research in sezwhtbreign language
acquisition, with a focus on the cognitive theofygesture in multilin-
guals and perceptual metaphors in non cognate dayegu

PER LINELL is Professor Emeritus in Language andtu€e at Linkdping
University, Sweden. He is currently Senior Professdhe Department of
Education, Communication and Learning, Géteborgvehsity. He is the
author of several books, includifidne Written Language Bias in Linguis-
tics (London, 2005) andRethinking Language, Mind and World Dialogi-
cally (Charlotte, NC, 2009). He has written about 10@rgdic articles in
the domain of language, discourse and communication

ALEXANDER KRAVCHENKO is a Professor in Linguistiand Chair of
the Department of Foreign Languages, Baikal Natibimversity of Eco-
nomics and Law, Russia. A teacher of EFL by edooatie holds degrees
in English Linguistics (1987, St.-Petersburg Statéversity) and in The-
ory of Language (1995, Russian Academy of Scienddis) scope of in-
terests includes theoretical and applied cognilimguistics, biology of



Cognitive Dynamics in Linguistic Interactions ¢

distributed language and cognition, and (bio)seicgoHe is the author of
several books and over a hundred articles publisheRussian and in
English, includingBiology of Cognition and Linguistic Analys{®eter

Lang, 2008). As a member of the Distributed Langu@goup, he is look-
ing for ways to transform modern linguistic orthaglonto a realistic lan-
guage science.

EUGENE RIVELIS, PhD, is a Research Fellow and Lestun the De-
partment of Slavic Languages at Stockholm Universweden. His re-
search interests include cognitive lexicographw, tieuristics and meth-
odological basis of conceptual analysis, typolofijgancepts, construction
grammar and applications of cognitive linguisticslanguage teaching.
For his monograpKak vozmozhen dvuiazychnyi sloygtbw is the bilin-
gual dictionary possible? Stockholm, 2007) he nebithe Royal Swedish
Academy of Letters, History and Antiquities’ awafadr distinguished
scholarly achievements. Dr. Rivelis is also théhaubf Swedish-Russian
dictionaries and a professional translator. He dam reached at
eugene.rivelis@slav .su.se.

IGOR ARKHIPOV, Dr. Habilis, is a Senior Lecturer lderzen State Pe-
dagogical University and the Nevsky Institute ofnbaage and Culture,
St. Petersburg, Russia. Given his interest in cotimmg the study of lan-

guage with that of human individual behaviour, las Focused on demon-
strating how language functions in terms of theetatHe has taken part in
numerous conferences on a wide range of lingugstiblems. He is par-
ticularly concerned with semiotic frameworks desicrg individual and

social cognitive processes. Currently, he is engagevorking out, testing

and disseminating techniques for integrating biodbge research with

teaching a foreign language.

EKATERINA PROTASSOVA (Dr. Sc., Docent) is a Lectuia the De-
partment of Modern Languages, University of Helginkinland. She
graduated from Moscow State University, defendéukais at the Russian
Academy of Sciences, and habilitated at the Rusa@tdemy of Educa-
tion. Ekaterina Protassova has taught and donanasat various univer-
sities in Moscow, Mannheim, Tartu, Milan, StockhpBushanbe, Thbilisi,
participated in different European projects and aasxpert in many in-
ternational projects. She has written articles,ksaand instruction manu-
als, and edited volumes on bilingualism, multigderitities, language ac-
quisition vs. attrition in monolingual and multiinal settings, intercul-
tural communication and education, and applieduiistics.



X About the Authors

SLAVKA JANIGOVA, PhD., is an Assistant Lecturer the Department
of English and American Studies, Faculty of Artavel Jozef Safarik
University in KoSice, Slovakia. She specializeg€nglish syntax and legal
English translation. She was awarded the 2009 KoBaculty of Arts

Dean’s Prize for her monogragyntax of -ing forms in legal English
(Frankfurt am Main:; Peter Lang, 2008).



FROM THEEDITOR

THE NEGLECTEDDIMENSION

In June 2010, Baikal National University of Economand Law in Ir-
kutsk, Russia, hosted an international conferebdaging together theo-
retical and applied linguists from places and celas far apart as Europe
and South-East Asia. The theme of the conference "@agnitive Dy-
namics in Linguistic Interactions”, and its aim waspursue dialogue be-
tween applied linguists and theoreticians about dbeceptual-theoretic
foundations of linguistic education.

In the era of globalization, when political and adistrative borders in
the educational sphere are brought down, issuederhational and inter-
cultural communication in different professiona¢as become even more
acute. There is a growing demand to increase thieiegicy of higher
learning educational programs called upon to enhascond or foreign
language communicative competence of would-be afigtsi. Yet it is no
secret that the existing methods of teaching aigorer second language
are far from being satisfactory in terms of expdcgdficiency. This is
symptomatic of a general methodological problemiae# holistic under-
standing of how natural language shapes the cegnitbmain of human
interactions. The conference, therefore, aimedtdribute to the ongoing
discussion of the problem in the cognitive/lingigigtommunity.

This volume is an outcome of such discussion actudes selected
talks given at the conference, which have beenldped into full research
articles. While not pretending to reflect the emtacope of the problems
that were in the focus of the conference, thiscsiele gives a fairly good
idea of the general spirit of the entire event. dites sometimes, quite dif-
ferent approaches to the problem of linguistic etioo as such, there was
evident consensus among the conference participantsie major point:
the sad situation found in the classrooms at varieuels (from schools to
colleges and universities), when the efficiency cofrently employed
teaching methods seems to be more than modests $tem the fact that
language educators use strategies based on theptaidanguage handed
down by theoretical linguistics of the mainstredtiowever, this concept
lacks an important dimension.
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Modern orthodox linguistics views language as adixode which de-
pends on determinate forms with underlying meanitigsse forms (lin-
guistic signs) are exchanged in the process of aomgation, which itself
becomes exchange of informatidn. contrast to this, the linguistics of
mainstream cognitive science (Chomsky 1966) trietsnind as akin to a
von Neumann computer and views language as a $pgoiolic system
for translating thought. In this version of the eodew, thinking is com-
putation: symbol use is governed by a set of rtlas predict what possi-
ble sentences can be generated in a given langlresjead of positing a
parallel with an external code that is learnedgémerativism it is sup-
posed that a built-in universal code enables eachan being to acquire
their native language.

Thus, theoretical linguistics tells educators thatural language is a
tool (“system of signs”) for the exchange of thotggtihat individuals have
in their heads. Linguistic education, therefore,smeonsist in teaching
how to “express” thoughts with the help of lingigssigns (words, phras-
es, sentences, texts) either as material thingshndmie “out there” (exter-
nal code model), or as abstract symbols which arthé head (internal
code model). In either case, to be able to doitldgsiduals must have
knowledge how to use words by combining them inboapes and sen-
tences, that is, they must know the lexicon andgtitsnmar. This is the
cornerstone of linguistic education on which vasideaching methods are
built. Yet, despite the intuitive appeal of thidtiadl assumption, the fruit
borne by linguistic education built on the code elod sour. Undoubt-
edly, something is amiss with the code model itself

While some attempt to amend or refine the code inleGotzsche
& Filatova, this volume), others argue that bothsiens of the code view
focus on rarefied abstractions that have littleloowith living language or
human experience (Cowley & Love 2006; Cowley 20k®avchenko
2011). In assuming that languages resemble a figed, mainstream lin-
guistics sustains tHanguage myth-the doctrine that languages consist in
sets of determinate forms used to “send” messages$ender to receiver
(cf. Harris 1981; Love 2004). This encodingism roisgtrues language as
an empirical phenomenon.

Today, many researchers of language and cognitipaeathat lan-
guage is not a thing; it cannot be “acquired”. Neitis it an invisible
“mental organ” that grows and develops with thewgtpand development
of a human organism — a central tenet of genesativi{Anderson &
Lightfoot 2002). Language is not verbal patterrisisisomething more
(Kravchenko 2010); it does not exist as a thinghie “objective” world,
nor does it reside solely in the heads of individu¥et the label “lan-
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guage” used by orthodox linguistics refers, firatl doremost, to verbal
patterns as such, in keeping with Saussure’s matsnnaxim “language in
itself and for itself”, and the crucial dimensiohdynamics which charac-
terize linguistic behavior, or languaging, is netgel. So, the conference
in Irkutsk was an attempt to make up for this oights offering a venue
for the discussion of various aspects of interactiaynamics of languag-
ing.
In elucidating the nature of language — not as ataheorgan, but as
values realizing activity — Stephen Cowley (thisuwne) emphasizesog-
nitive dynamics- measurable physical events bodies use to contnol
they coordinate with the world over different tirseales: “Cognitive dy-
namics can be measured in brains, across bodieslationships, across
(and within) social groups and between (or withinjitural traditions”
(p. 8). This approach extends the notion of distdd cognition (Hutchins
1995); language as interactive cognitive activityoabecomes radically
distributed, challenging the orthodox view of langa as essentially sym-
bolic (Cowley 2011). Hierarchically organised vdrpatterns are simply
an aspect of languaging as specific interactionswhans, olanguage
flow whose dynamics are culturally constrained. Livedegience and in-
tegrating action-perception are of central imparéato language teaching
and learning. As multi-scale co-ordination — anid th especially impor-
tant for the ideology of linguistic education —ritguage drives a cycle of
perception and action that shapes the human ecolpgyll); thus lan-
guage becomes ecological.

Raymond Jennings and Joseph Thompson (this volaom)nue this
general theme, focusing on the biological cenyradit talk. They argue
that the property of being linguistic is an inheditbiological property of
human organisms, which develops into a social,shdmely, theolloquy
(participation in talk). Taking colloquy as a profyeof a population of
human organisms, they argue for a biological apgrda language which
takes into account many orders of populations amdnany orders of
change. Although they don’t speak of language asgbelistributed”, the
framework they develop for a biological study ohdaage builds on a
similar concept when they say: “novelty of lingidsproduction is to be
explained by the manner in which available resaimgere exploited in its
production” (p. 56). In this, they depart from titawhal views of language
and its properties (such as mentalism, composiitgretc.), emphasizing
the need for a new metatheory that would recogthieenherent dynamics
of colloquy: “change changes”, or, “using a languadhanges the lan-
guage” (p. 58).



Xiv From the Editor

Seiichi Imoto (this volume), paying tribute to tapanese linguists
Motoki Tokieda and Tsutomu Miura, traces paraltesween their study
of the cognitive mechanism of recursion in Japanasé Maturana’s
(1978) concept of languaging as the process ofsemuin the consensual
co-ordinations of consensual co-ordinations of bi&ha Drawing on
Maturana’s notion of structure determined systena ammposite entity
that exists simultaneously in two domains (the psses domain of inter-
nal dynamics of its components and the productsailowf interactions of
the system as a totality with its niche of the med), he emphasizes that
linguistics as a science should deal with both dosas a total system.
Depending on which domain the emphasis is laid,liourg in language
can be taken either as virtual or real, althouglr faractical linguistic life
is actually situated as various spectral mixturesvben the two poles” (p.
77).

Hans Gotzsche and Ksenia Filatova (this volumejlevddmitting that
linguistic phenomena exist in two domains — intdynas mental struc-
tures, and externally, in human interactions wableother and the world
— and that “languages are essential in any kinduofian activity” (p. 82),
tackle the issue of ontology and cognitive processif language by fo-
cusing on linguistic mechanisms as cognitive systeam by the human
neuronal systems. Subscribing to the represengdtiondel of mind in the
general framework of generativism, they claim tteasyntactical formal-
ism... may be used as a blueprint of the mechanigaitions of syntax as
a cognitive system in most humans” (p. 84). Thguistic cognitive sys-
tems, they argue, may be best described as spaialogical structures,
and, adopting a kind of physicalistic structuralighey elaborate a theory
of languages which, in their opinion, may have ing@at implications for
language acquisition, learning and teaching.

A contrary view on the nature of language — on¢ $hams to resonate
with Cowley’s concepts of distributed language dalguage flow — is
presented by Per Linell (this volume), who consdastrmal approaches
with dialogical approaches. Historically, linguestias a science has been
dominated by the written language bias (cf. Li2805), when disembod-
ied writing and embodied speech have been viewedaasling in one-to-
one correspondence. Because of this category mistatmalisms built on
analyses of written texts have little to do withdaaging as interactional
activity in real time-space. By contrast, dialogittzeory “takes sociocul-
tural contexts and the interactions with othersbasic preconditions of
language, communication and the mind” (p. 107).ikénin formal — par-
ticularly, generativist — approaches, which vievgmition as based in in-
dividuals and their (largely mental, or neuronaf)pacities, dialogism
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stresses the role of others (cf. Linell 2009)siin the co-actions and inter-
actions with others and external artifacts thatnitign is brought forward.
Thus, dialogism constitutes “a transdisciplinarpm@@ach to the mind, one
which emphasises sense-making in the world” (p).112

The inadequacy of modern written-language-biaseduistic ortho-
doxy in understanding the nature and function afjlage is further dis-
cussed by Alexander Kravchenko (this volume), wincuges on the con-
cept of grammar. Taking as a starting point theceph oflanguagingas
coordinated semiotic behavior of humans in a cosisgndomain of inter-
actions, he describes current mainstream approdaohgrmmmar as inco-
herent, since language as dynamically complex saebehavior is con-
fused with language as a system of written sighiesSing the orienta-
tional function of language (Maturana 1978), h¢icides orthodox (inter-
nalist and externalist) views on grammar rootethancode model of lan-
guage (Kravchenko 2007) as both biologically an$temologically im-
plausible. Instead, he proposes a semiotic apprmaghammar, contrast-
ing semiotics of languaging with semiotics of wrgi Emphasis is laid on
the dynamics of sign relations, which are differientext and talk, and this
difference should be taken into account in teactdnd learning a lan-
guage.

Continuing the discussion of how language is myibizled by modern
linguistic orthodoxy and of the consequences sugthofogizing has for
teaching languages, Eugene Rivelis (this volumeludes on traditional
lexicographic practices, when dictionaries exclérden language use any
cognitive dynamics. In pursuit of their particugmals, lexicographers ig-
nore the speakers as meaning-makers and thus ttieamems determin-
ing the limits within which they can exploit therempts of lexical units.
This makes language teaching “unnecessarily foemdlunintuitive, as if
our speech interactions were ... an exchange of cadlesr than a cogni-
tive effort” (p. 154). Rejecting the idea of langeaas a denotational sign
system underlied by the conduit metaphor, and ioffea very insightful
analysis of a Russian adjectival concept, he ceglian approach to struc-
turing an adjective entry in a dictionary (cf. Rige2007) that supports
theories of the agentive nature of language rootdduiman activities and
reciprocal behavior. “Lexicography with a humanedadacilitates a de-
scription of the way senses are created; it reeegnihat “meaning does
not inhere in the linguistic units, but resultsnfr@a cognitive effort of the
speaker” (p. 181).

The importance of this “cognitive effort”, as welé the need to inte-
grate theoretical approaches to language offeredidiggically oriented
third-generation cognitive science into the teagh@arning process in a
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classroom setting, are discussed by Igor Arkhipbis (volume). While
rejecting the code model of language on which listiti education is
built, he speaks of the necessity to take the itegp to changing teaching
practices by “smuggling new ideas into the classro(p. 186). Because
of the inertia of traditional thinking, new idea®—g. that all prerequisites
of languaging are in the bodies of socially-orienitedividuals — take time
to grow through the concrete of prejudice, busiimportant that a new
linguistic metalanguage be worked out. New textlsoakd teaching aids
are needed to present language as joint behavieebr and among inter-
locutors orienting each other to create meaning.

In today’s world of intensive cross-cultural comriaation, with more
and more people using two or more languages onlylusis, the cogni-
tive mechanisms underpinning biulingualism and idfualism become
especially important in understanding and faciliigtsecond (third, etc.)
language “acquisition”. Ekaterina Protassova (tlukime) discusses ex-
perimental findings in a study of writing skills ang bilingual children
describing pictures, stressing the relationshipvbeh the level of literacy
acquired in bilingual surroundings and socializatio a community. The
experimental data showed a tendency to balanceid@as available to the
subjects: those capable of writing longer senteintesie language tended
to do the same in their second language, and nfateosubjects men-
tioned similar details of the pictures in both texAt the same time, their
writing was constrained by language-related expesgewhich affected
how they organized material in (virtual) space gmdcticed cultural-
historical connections. This is indicative of a dymic relationship be-
tween bilingual literacy and general cognitive il

This relationship was in the focus of another expent conducted by
Ksenia Filatova (this volume), who applied the idéaynamic interaction
between individual languages and lived experietgdke bulk of theories
on multilingual lexicons. Starting with an assuroptithat the functional
unity of languages based on simple referentiakladiows one to consider
them as complex systems of synonyms, and that merha of co-
ordination and segregation that govern these sys&d account for their
autonomy are primarily social (cf. Protasova’s firg$), she designed an
experiment aimed to provide some empirical suppmthe claim. While
the results of the experiment may not be definitiwel further exploration
of the dynamics of multilingualism is necessargrénseems to be enough
proof of the existence of a “linguistic continuurodnstituted by native
and foreign languages as macrocategories, andlimguialism on an indi-
vidual level is the result of systemic interplayveeen these macrocatego-
ries that are teased apart through syntactic mésanan
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Along with language “acquisition”, translation isaher major area of
applied linguistics which is definitely dominateg kthe code model of
language adopted and practiced by orthodox lingusstience. However,
translation is not a mechanical process of movisgexcific meaning “ex-
pressed” in one form, such as a word in the solaaguage, to another
form in the target language (as the name “tramsiatsuggests); it is a
process aimed at achieving dynamic equivalencéefsburce and target
texts when the translator ensures that the proafulsis cognitive activity
has the same (or almost the same) effect on itseasige as the source text
has on its direct recipients.

In her paper, Slavka Janigova (this volume) adésesbe cognitive
dynamics of translation, comparing English legatgsewith their Slovak
translations. Focusing on the nature of translagi®ispecific cognitive ac-
tivity which involves perception, interpretation ca€meaning construal
based on the translator’'s own experience of twallegstems as cultural
artifacts, she convincingly shows that translatiena process can hardly
be described in terms of a code-based approach,ttend'encoding-
decoding” schema does not work as an explanatiecause the cognitive
essence of translation as a process consists tnatii@ator’'s cognitive in-
teractions with his own cognizing self and — in tase of the translations
of legal texts described in the paper — with hiswiedge of, and experi-
ence with, two legal language environments. THisrénce calls for a new
agenda in working out effective methods for tragnskilled translators,
when knowing an inventory of linguistic items inawdifferent languages
doesn’t equate with an ability to translate a te®tm one to the other.
Translation is, basically, a problem-solving adgivcharacterized by a
high complexity of judgments the translator muskené “set out a do-
main of consensus where the writer of the sourcieated the reader of the
translation product should finally meet” (p. 279).

The papers presented in this volume show that tegrdynamics af-
fect all aspects of human co-action and interacéierour living in lan-
guage. Prioritizing the study of this dimensionhafman communication
must become the objective of language sciencessfoaming them from
often scholastic enterprises to pragmatically dripeojects (cf. Cowley et
al. 2009) that can really make a difference in chenging world. The Ir-
kutsk conference was just a step in this direction.
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COGNITIVE DYNAMICS:
LANGUAGE ASVALUES REALIZING ACTIVITY

STEPHENJ.COWLEY
UNIVERSITY OF HERTFORDSHIRE UK

1.0 From mental organ to intelligent practice

Whilst the ancient Chinese traced intelligent bémavto the heart and
the Greeks favoured the brain, physiology has plexvilittle support to
either view. As both conceptualizations came tarssinplistic, Descartes
(1988) ascribed human thinking tarand or mental organ Though vague,
this idea not only came to dominate folk psycholbuy, during the 20
century, proved robust enough to beat off the bielaist challenge. By
the new millennium, anthropogenic logic had beabserbed into scien-
tific writings. As in folk psychology, most claimeather that minduper-
veneson the brain (see, Kim 2006), or that braiealizeintentional states
in consciousness (e.g., Searle 2004). Minds wessved as processors
whose neural networks function by using input tstaim mental phenom-
ena. As Descartes had proposed, internal processes taken to allow
people to represent the world. Recently, in spitéhe power of symbolic
and connectionist models, there has been growiegtistsm about repre-
sentational theories (e.g. Varela et al. 1991;IC1®97; Thompson 2007;
Chemero 2010). Accordingly, this paper pursues whwecological alter-
native offers to applied linguistics.

The challenge to mentalism comes from how bodiestfan. Organ-
isms evolved to act and perceive in changing enwirents. In spite of the
fact that this can bdescribedas tracking or representing aspects of the
world, there is no reason to think that the eveists what are representa-
tionsfor a brain (e.g. Steiner 2010). The central nervous systeatsda
the body-world relations that sustain flexible, ptikee behaviour. Bodies
use measurable physical eventsognitive dynamic$o control how they
coordinate with the world. Humans extend théneral capacity by coop-
erating in cultural settings. Using resources ttatstitute our perceived
worlds, biology becomes enmeshed with history. dknawledging this,
cognitive science and linguistics increasingly takkteogenic(Lyon 2006)
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or biologically plausible view of minded behavioly implication lan-
guage teaching and learning cannot afford to igedter lived experience
or how this is integrated with action-perceptiom.cbntrast with mental-
ism, experience is neither “subjective” nor basedkoowledge ofab-
stractalike rednessandflying. Rather, such approaches overlook why en-
counters with the world are meaningful (Gibson 1)9Far from relying
on the subjective or the abstract, cognitive dyrarare public events that
use perceived opportunities and threats. Socialigctealizes values that
motivate inhibition, thinking and communication fGon 1950; Hodges &
Geyer 2006; Hodges 2007). In language, successefadures arise as we
meshwordingswith experience of items that serve in a (partlyared so-
cial world. Using this perspective, | focus on pgalgical design and signs
of writing to consider how applied linguistics che enriched by viewing
language as values realizing activity.

11 Beyond representationalism

Even though symbolic and connectionist models aanlate anything
that can be described by algorithms (see, Well§R0frains lack bistable
circuits or mechanisms that flip-flop between twatss® For the same
reason, the body-world relations of robot worldaraat be fixed by pure
algorithmic models. Equally, they are inadequatecfipturing the agency
of living systems: to survive or get things donedies and environments
must self-sustain. Even cognitive processes thaibemerver describes as
“representational” derive from a history of actimrenvironments. For
example, Mark Bickhard (2009) argues that the amplof intelligent be-
haviour justis situatedinteraction. He challengesncodingisnmwhich, by
necessity, overlooks situated, embodied and cultxperience. Neither
living in the world, nor social interaction, noreusf norms can be reduced
to (or can be simulated by) operations on inpulf-&adently, it might be
said, ecological questions also arise for behaviguagents who make use
of linguistic and cultural resources.

To shift attention from operations within mindshmains to how bod-
ies coordinate is to regard cognition sitiated(see, Robbins & Aydede
2009). Even those who find Bickhard’'s process amgpltoo radical can
use this framework to re-examine phenomena modélerlles and rep-
resentations — e.g., perception, categorizationtesee production/ proc-
essing. Far from relying oabstracta such processes depend on timing
how bodies function in a partly shared environm@ugnition pertains to
bodies (and can be simulated by robots) that ugerrabentities to unite
physical events with human practices. Although aknetworks (and liv-
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ing brains) are crucial, cognition ggounded(see, Barsalou 2010) or, in
other terms, embodied and embedded. Like robeigglibodies are inter-
dependent with material structures. It is becadshease reciprocal rela-
tions that robots can link bodies and computatiosimulate, for example,
how multi-agent systems categorize light (e.g. ISt&eBelpaeme 2005).
Where system-environment interaction is supplentebte learning from
language games, the machines categorize what wien@uhey)seeas
colours. Every simulation gives different resulss@ordination prompts
devices to learn categories that derived from thty of a population. In
parallel, people control action by linking brairtiaity with material con-
text. Like robots, we draw on previous body-worfdeunters. Thus, situ-
ated approaches reject anthropogenic appeal tgritne@ sandwich “in-
between” action and cognition. By invoking, noteimtal processes, but
conditions that enable complex behaviour, one egect cognitive inter-
nalism and, in its stead, focus on body-world eegagnt. Cognition be-
comes that which makes behaviour flexible and adap®n this ecologi-
cal view, language and cognition centre on publienés that are most
suitably examined from a biogenic perspective.

While human life is embodied and embedded, as esipdd in Rus-
sian tradition, it is historical too (see, Wert&302; Linell 2009). Though
actions have a robotic aspect, culture, activipeyand circumstances all
influence how people act and collaborate. Duringdfeg, hunting, or
seeking to impress a potential mate, we draw otuiall practices, con-
ventions, social roles, and talk (verbal and nob&krxpression). For
many, therefore, a species specdagnitive nichegsee, Clark 2008) links
evolutionary history and coordinated activilyhough many species draw
on affect and sense-making, humans also reachragrag in judgements.
We come to use wordings and, as a result, experigvecworld as featur-
ing types of (hameable) objects. Later, with litgrainscriptions give sys-
tematicity to shared modes of perception that ahup forms and para-
phrases (omeanings These associations give rise to certainties shat
tain customs, religion, law and education. Theyrpepersons to embark
on collaborative projects where shared ways ofldgpgaand thinking lead
to viable ways of acting. Though based in senseimgakiuman practices
contribute to our capacity for collaborative adviln spite of folk psy-
chology, the results depend on values realizingt ds with learning col-
our names, we need neither objective propertiessnbjective impres-
sions but, rather, ways of linking biology with stlry of coordinated ac-
tion. In our peculiar niche, cultural constructslele us to use wordings,
social roles and relationships to imbue experiamite meaning. Although
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based in nature, our doings are inseparable frarhistory of a cultural
world.

In bringing culture to cognitive science, Edwin Ehihs (1995a;
1995b) used ethnography to describe, for example, geople fly planes.
Challenging cognitive internalism, he traced outvhitying depends on
persons who encounter each other in the world (iiingc1995b). As they
coordinate, they draw on instruments and practicaspropagate (public)
representations of, say, speed, weight and heRjhte these can be de-
scribed by goals and reasons, the functional ootiolaspect of action co-
occurs with values realizing. As living systems, @igerience physical
aspects of the universe as eliciting concern. TallyicHodges (2009) ar-
gues, these draw oclarity, complexity, coherencand comprehensive-
ness When acting on our behalf, Steels and Belpae28865) robots use
such features to clarify long debated issues aboldurs. Remarkably,
they do so without seeing: mindless systems canlatmjudgements by
constructing partly shared categories. This hidtiiga contrast between
robots and living systems. Whereas machines relstatistical output,
even bacteria survive hysing perceptions of a changing environment to
act in viable ways and, by so doing, realize val#dthough we too are
viable, like robots, we also explaharedaspects of the world. Statisti-
cally-based learning links action and experiencéh viormal indices of
how others, for example, categorize and perceiveucs. Though neural
processes are needeskeinglinks shared experience with cultural and
non-cultural domains (e.g. quantum physics). Humares feelings and
preferences — some implicit and others drawn fréh2¥ and 3 person
perspectives- in a values heterarchy (Hodges 2009) that shapeswe
live social, physical and cultural realities. Iritspof its subjective aspect,
language exploits the time-scales of history agpleemanage situations.
In moving away from computational models of minde wan therefore
turn to how human agency is affected by languagk eonversely, how
language skills derive from human performing, agt@md living. On this
distributed view, cognitive dynamics and how wedimhat we say and do
matter greatly to language, teaching and learning.

2.0 Distributed cognitive systems

Culture matters for cognitive science because, aghihs (1995a)
shows, functional outcomes often depend on, navithaals, butDistrib-
uted Cognitive Systen(BCS). People act to shift the locus of control be-
yond the body in, for example, landing a planesdich a case, the DCS
includes instruments, modes of organization andlypoedsources used in
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making sense of what lies beyond the plane feegringthe radio). Cog-
nition is defined, not by computation, neural nategp or dynamical sys-
tems, but by theesultsof actions’ Rather than take ampriori view, out-
comes are defined asgnitivewhen they are intelligent (see, Giere 2006).
In making a sauce, performing an experiment, askingiestion, or land-
ing a plane, local enabling factors ensure behaaldlexibility. Although
at least one person must be involved, much depem@sternal resources.
The same evidence (“input”) can prompt many judgesieln a simple
psychological experiment, a person may be invite&dmpare lines of
about 2 cm in order to ascertain when their lengtiesidentical. By con-
trast, at a crime scene, a similar line may setcoffnplex inferences.
Whereas the experimental subject makes a judgearehipresses a but-
ton, the crime scene investigator may make an dimfuabout, say, a sus-
pect’'s shoes. By investigating how results areeaad when a DCS con-
nects observable processes with collaborative syénbecomes possible
to track how parties manageganeral project{Galosia et al. 2010). Even
button pressing depends on judging a “stimulusthie context of a pro-
ject. Just as with the inference about shoe sheattion is like putting
the last piece in a jigsaw puzzle (Jarvilehto 20@mce the brain is nec-
essary (but not sufficient), the results link agasism’s history, skills and
action readiness. Thus a functioning DCS uses ragwception in mak-
ing judgements (in both experimental and crime-scsgitings). Cognitive
processes use parts, operations and modes of patjani (see, Bechtel
2008) that distribute control over systems thataosflexible adaptive
behaviour. Building on Hollan et al. (2000), thenttael aspects of a DCS
can be redefined as follows:

1. Cognitive results depend on activity by at least person; however,
even if the results are organism centred, cultynddirived skills presup-
pose a general project (e.g. deciding whether imeeid the “same length”
as another).

2. Cognitive results link neural and world-side res@st action and per-
ception function as living bodies explore the wgrktceived.

3. Cognitive results integrate organic and externaimory in ways af-

fected by the DCS'’s current (and, often, futurejviy.

Living beings achieve results by using material aottural resources in
solo and collaborative action. Over time, historifl weconfigure their

ways of perceiving local resources as persons @ame) responsibility
by learning to act and inhibit as they perceivengfes in the world.
Whether talking, flying planes, or working in hémaltare, decisions de-
pend on values realizing that links thinking, fagliand cultural artifacts.
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In a physical environment, history influences wheg blithely called the
agents themselveBiogenic events show rationality that, always and-
rywhere, depends on evaluating circumstances atioal to one or more
general projects. In judging lines, an experimestddject uses an appara-
tus to co-operate with the experimenter. Pressingution that means
“same” realizes values: the person behaves in wlagssdo (or do not)
conform to expectations. Indeed, classic experimentsocial conformity
can be re-examined as values realizing (Hodges ¥efG2006); the gen-
eral project (e.g. driving or caring for baby) seafhow we act and per-
ceive in the circumstances (see, Hodges 2007buegalealizing perme-
ates all of language — including how we make aurretor fail to return) a
greeting. Attention is given, and attributed, tepdays of self and who we
(think we) are greeting. Human life arises within extended ecology
(Steffensen 2009) where species-specific valudiziregis refined by ma-
terial and cultural products. As we move in and ouUDCS, we live in
ways that have been transformed by language atareul

2.1 From mental organsto lived relations

Having rejected representationalism, we can redensogical behav-
iourist critique ofmind. As Ryle (1949) saw, theoncept of mindnatters
to individuals and societyPropositional attitudes and folk psychology (or
“theory of mind”) are used both to interpret beloavi and exert control
over one’s own action. In spite of what some ar¢eig. Churchland
1981), folk psychology cannot etiminated Rather, because of its value
in predicting human action, much can be gained fexamininghow we
ascribe mental states to values realizing behaviasirRyle also argued,
there is no reason to reify mind as a system whgpethetical functions
explain reasons or actions. In Dennett's (1987n$erwe can ask how
people come to take amtentional stance

A biogenic take on distributed cognition challenghe Rylean line
that action depends on neurally-based dispositiand learning). Rather,
human action is multiply constrained by bodily ameural events that
draw on history or the previous results of actinghie ecology. Where in-
telligent outcomes draw on a DCS, human agency em®sections across
the skin. Though the brain serves human values&nag)| this occurs in a
physical and cultural environment. In beginning descent of a plane, for
example, a pilot uses trained gaze to link whatimésruments show with
what is “in his head”. Together, the pilot and élw{pgrasp facts about al-
titude, the plane’s load, current speed and soAsnHutchins (1995b)
shows, salientelationsserve in, for example, deciding to extend thedlap
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Specifically, a pilot relates movements of an geed indicator to a
salmon-coloured marker that obviates the need dompiex calculations.

Acting like a robot, he lowers the flap when theedle reaches a given
point. Although folk psychology can describe thems, his dispositions
integrate neural events, action and perceptudl gkivironmental or local

eco-centredskills connect material, human and historical veses. The

cognitive dynamics of the DCS connect the ecologi wtterances, think-

ing, and seeing inscriptions as wordifigs.

2.2 Cognitive dynamics and language

Distributed Cognitive Systems act, learn and explgportunities that
are detected in perceived environments. As we aehiar fail to achieve,
results, dispositions change. For example, a pitad ignores or misreads
instruments may crash or, perhaps, be challengdccamected. No folk
description can clarify how wieear phonetic gestures @eethe air speed
indicator. Since conscious processes are takegréorted, folk psychol-
ogy overlooks how practices are grounded in agtibit human bodies. It
takes values realizing for granted: in fact, justwith communication
(Bateson 1972), we cannobt realize values. Even the cognitive dynam-
ics of inaction (or indecision) demand evaluatidotion and the ecology
are reciprocally constituting in that, as the pate world changes, ac-
tions recalibrate. Unending bodily coordination sipeocesses of measur-
able time evolution. The pilot who lowers the flgpdges arelation be-
tween a salmon-coloured marker and the air spabidaitor. What matters
is whenhe moves the control to lower the flap. The pgains from track-
ing what is happening such that, in unusual sedfifig can pick up on
how (and whether) his instruments are working. Heosve material re-
sources often presuppose cultural expectations wlilatconnect action
with what a situation requires. Even an exchanggreétings attunes to
factors like the setting, time of day, mood, fegéirand, just as crucially,
how one orients to the person greeted while draweghaps, on hoped
for and/or feared future meetings. Multi-scale dyies move dyads to
feel, think and act. As one person controls anddhesghers perceive the
speaking, gesturing, play of expression, shiftpasture etc. that consti-
tute the cognitive dynamics. As shown below, thiseeds Maturana’s
(1978; 1988) view of structural coupling by stregsthat human action is
both situated and subject to historical constraiResalizing values across
the skin is culturally constrained neuro-behavibacerdination.

Phenomenal experience shapes one scale of cododindthus, as |
write, | seek to make the text readable by intraniythoughts clearly. In a
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computational metaphor, | seek to evoke “real-tirsefise-making. How-
ever, whereas machines dependeal time living beings exploit various
temporal scales. The reader, for example, may slagity by choosing to
look back to the previous page and, by so doinggitate phenomenal
time with action-perception and memory. We shotlketr¢fore be wary of
the view that how wealescribe wordings maps onto function (or vice
versa). Hierarchically organized sentences are Ignene aspect of lan-
guage or languaging. Humans do not rely exclusigelyecurrent acts and
organized linguistic features avhat is saidbut, as shown below, also
draw onlanguage flow(Cowley 2009). During talk prosodic movements
prompt hearing that imbues events with a particséarse that is anticipa-
tory and interindividual (Steffensen et al. 201Byrther, the dynamics of
speaking are culturally constrained. How we sp@a#t, as much as what
we say, falls under the influence of the sociocaltpatterns that charac-
terize both individuals and social groups. Languttlges exploits word-
ings, the dynamics of voice and gesture, and wéiisldng linguistic fea-
tures to annteraction orderthat has many features common to “the social
life of other species” (Goffman 1997: 237). In Life(2009) termsdou-
ble dialogicality connects embodied activity with wordings, uttees)c
voices and possible meanings. Action uses what eveepre and, espe-
cially, note. In phenomenological time, we modulatealizations as we
evaluate our presentation of a topic, self, howahdience appears, and
how we think we are heardAs we address those present, we orient to an
anonymous thirdr, in other terms, treat utterances as utteraoté&sms
that evoke general meanings. In tracing doubleodielity to how word-
ings affect cooperation, Linell emphasizes thaglage is situated and
sociocultural (see, Vygotsky 1978; 1986) or, inesttvords, cognitive dy-
namics give rise to wordings and other audiblegpast that produce what
Bakhtin (1981) describes aslyphoniceffects.

Cognitive dynamics can be measured in brains, adrodies, in rela-
tionships, across (and within) social groups anaiveen (or within) cul-
tural traditions. Sensorimotor activity has statet properties that link
culture with biology. Indeed, Donald (2001) suggedkiat hominid culture
took off when, 4 million years ago, our ancestoggdn to use culture in
honing skills and re-enacting events. Wibpisodic cognition actions
added form to meaning. Ancient cognitive dynami@spald argues, led
to mimeticactivity as hominids extended the affordances tifaats. As
they began to practice, judge results and develdis,sjoint activity be-
came important. Mimetic communication thus graduglive way to ways
of acting that were constrained by a species specifitural-cognitive
network(Donald 2007). As valuable practices accumulateadn inter-
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actions became further differentiated with speech| culture and, later,
writing systems. Human life fell increasingly undiére constraints of
structures derived from different (historical) tireeales. Although ani-
mals rely on organism-centred experience, humamsecto use how
communities construe events produced by DCSs tigt-cross time and
space. In a partly shared world, perception use®iicgally derived struc-
tures that link the individual and collective. Iistorical time, this engen-
dered the arts, religion, science, sport and sd\muse the experience of
others as we collaborate and coordinate. Humars livdold within pro-
jects that transcend individual experience (forneglke, | write this on a
computer at an airport in Moscow).

3.0 Humans ar e ecologically special

Humans become differentiated within cultural enmireents because,
among other things, we proceed through more staigdevelopment than
do chimps or bonobos (Locke 2009). Alongside infantenile and adult
phases, human ontogenesis also features childhadd adolescence.
Though genes and brains matter, living bodies tieetad by physical and
cultural structure. Development also occurs adqigtorical settings, we
become adult persons. Even if folk psychology seesautonomy, this is
only part of the story. Earthworms, chameleons @atd are more autono-
mous than communicators like bees, dogs and bondalias eusocial in-
sects, we use collective resources even if, aglsoEimmals, we act, feel
and perceive in individual ways. Eusocial structuearich learning that
draws on historically based practices. As a reRIS enable us to realize
values that presuppose the constraints of a culmeshwork (Thibault
2011). As we collaborate, we contribute to unfoidievents by, among
other things, commenting on what people say orgusinguage about lan-
guage (Taylor 2000). Linguistic cognition has irdrgrreflexivity that al-
lows events to be seen from many perspectives.oNigt are there many
ways of acting, but the available modes of desoriptontribute to be-
liefs, expertise and expectations. At times, mergained by high levels of
conformity and, at others, from novel ways of feglithinking and acting.
In rejecting organism-centred cognition, languagednceived in terms of
relatively static patterns that anchor how, in eas time-scales, we are
likely to coordinate. Like Steels and Belpaeme'80®) robots, humans
can draw on echoes of the past to orient to pafthred situations. How-
ever, unlike robots, we can use both external nmar&ad coordination to
evaluate our own acting, come up with novelties, éimas, create semantic
spaces within which to self-organize.
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3.1 Encodingism and its aftermath

For a hundred years, linguistics was dominatedymgtsronic models
of language-systems or regular, standard and dextoatizable entities
(forms) that map onto semantic features (see, LY&TY). Wordings be-
come assemblages of structures anchored by senmagdinings (and vice
versa). Once seen as “like” inscriptions, the megsiof forms are pic-
tured as referential or denotative. On this vieerbal language is a dis-
crete “object” that can be studied independentlgufures, people and the
environment. Just as happened with diachronic Isigs, the perspective
changed the world. Not only did synchronic modéiape 28 century
views of language, mind and society, but informattechnology grew
from structural linguistics. Without inscriptionkat, like digits, establish
timeless reference, institutions could not haveagraip around the view
that the object we calanguagecan give propositions objective validity.
In short, structuralist rigour has linked with logo shape many aspects of
our contemporary world. It should not be thoughdttthere is anything
wrong with synchronianodelsof languages: just as with manipulating
numbers, these afford ways of realizing values.

Problems arise when synchronic descriptions arepted forexplana-
tory purposes. By privileging the said, they overlobk tommunicative,
cognitive and affective consequences of coordinatedement and vocal-
izing. As a result, we lose sight of how third stand contingencies in-
fluence our thinking; overplaying how we hear wteses as utterance$
forms (Love 2004), theorists seek to ground thgla@ge sciences in naive
realism (Lyons 1977). Leaving aside cognitive dyitamnphenomenology,
and values, individuals become producers and psocef forms. Even
theories that avoid mentalism and behaviourism teméduce language to
Hjelmslev’s (1954) “planes” of content and expreasiEncodingism thus
leaves aside measurable physical processes by gndiengratuitous as-
sumption that meranalysisidentifies linguistic units. Théocus of lan-
guage becomes a system that enables living beingsotuce and process
utterance-types. Linguistic activity reduces toplit’ identified by theo-
ries of utterances, sentences, distinctive featutissourse and so on. For
those adopting situated and cultural approachet giews scandalously
overlook time-scales that are faster or slower thaed experience. They
ignore coordination, interaction, relationships aménging sociocultural
practices. As applied to languages, they ignorentblee within which we
evolved. Instead, they invoke linguistic items tlaae said to occupy
space-time. Whether these units are viewed as ingatas or an organ-
ism’s habits, linguists are liable to fall foul what Whitehead (1926) calls
thefallacy of simple locatiorfsee, Steffensen et al. 2010). They are likely



